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COMPUTADORES NAO ESTAO NEM Ai: UM POSSIVEL
LIMITE AS PRETENSOES DE AUTONOMIA DA IA

Carlos Barth '

Computadores tém objetivos? Num sentido instrumental, parece
razoavel dizer que sim. Tome-se como exemplo o Deep Blue, sistema que
venceu Kasparov no xadrez em 1997. Podemos encontrar ali uma cadeia
de razdes instrumentais: por que mover o pedo? Para aumentar o
dominio do centro do tabuleiro. E por que aumentar o dominio nesta
regido? Para movimentar as demais pe¢as com mais seguranca, e assim
por diante. Essa cadeia de razdes instrumentais pode ser rapidamente
desenvolvida até chegarmos a razio maior dentro do jogo: vencer. Nesse
sentido, podemos dizer que o Deep Blue estd “tentando” ganhar o jogo.
Vencer é, nesse cendrio, uma razio ultima em funcio da qual seus
demais objetivos se estruturam. Uma raz3o ndo instrumental desse tipo
parece necessdria para evitar um regresso sem termo de razdes
instrumentais. Contudo, é evidente que podemos ir além e perguntar:
por que o Deep Blue tenta vencer o jogo? No caso de sistemas
computacionais, a inica resposta plausivel é dizer que buscam vencer
em funcdo da forma como foram desenvolvidos. Nao ha alternativa
exceto agir de modo conforme ao seu design.

E certo que seres humanos também estio sujeitos a esse tipo de
imperativo. Nossas necessidades fisiolégicas sdo o exemplo mais
saliente: em dado momento sentiremos fome ou sede, e isso nio
depende de quaisquer outros objetivos que tenhamos. Mas podemos

reconhecer algo parecido também no admbito das nossas praticas

' Doutor em Filosofia pela UFMG. Bolsista de Pés-doutorado em Filosofia da FAJE.
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culturalmente herdadas que se sedimentaram durante a ontogénese:* a
forma como seguramos os talheres, a distdncia que mantemos uns dos
outros em elevadores, o chiado ao pronunciarmos a letra “s” em certas
palavras, e assim por diante. N3o optamos por agir dessa forma em
virtude de wuma razdo ulterior associada a nossos objetivos
momentaneos. Antes, agimos dessa forma por sermos quem somos.*

Contudo, seres humanos tém a seu dispor uma fonte adicional de
objetivos ndo instrumentais. Podemos imaginar, por exemplo, que as
razdes de Kasparov para querer vencer o jogo de xadrez nio tinham
origem na sua constituicdo. Talvez ele buscasse validar sua autoestima,
ou a satisfagido pessoal de obter reconhecimento publico e admiracgio
dos seus pares. O que distingue esse tipo de motivag¢io é o envolvimento
de uma autoimagem, uma interpretacio de si mesmo como alguém
capaz de bem desempenhar um determinado papel. Em sintese, de um
ego.

De fato, 0 modo como agimos e como compreendemos o mundo
nio parece destacidvel do modo como compreendemos a nés mesmos.
Um grande mestre do xadrez que perde o jogo para um iniciante pode
se sentir envergonhado porque o modo como compreende a si mesmo
nio acomoda aquela possibilidade. Perder para um iniciante coloca em
xeque 0 modo como ele é visto e compreendido, por si mesmo e pelos
seus pares. Isso sugere que um episédio envolvendo vergonha nio pode
se dar como um fato isolado. Uma situacdo s6 emerge como vergonhosa
na medida em que caracteriza uma ameag¢a a uma determinada

interpretacio de si mesmo.

2 Para exemplos de como praticas culturais podem influenciar nossa constituicao, ver Heyes (2018).

* Sobre praticas culturalmente sedimentadas, é tentador argumentar que seres humanos tém a
capacidade de modifica-las. Isso é verdade, mas nao é relevante para o ponto que se faz aqui. Podemos
também alterar partes de nossa constituicao bioldgica por vias medicinais, mas disso nao se segue que
caracteristicas biologicas deixem de fazer parte do que nos constitui.
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O que esse exemplo nos lembra é que existe uma dimens3o afetiva
envolvida no modo como os fatos do mundo aparecem para nés. Se
alguma situacdo emerge como vergonhosa, celebrivel ou preciosa é
também porque ela se articula com nossa autoimagem. Esse profundo
envolvimento de um ego na forma como compreendemos e lidamos com
o mundo impde um desafio para as pretensdes da inteligéncia artificial
(TA). Afinal, agir de modo inteligente pressupde inteligir o mundo de um
modo que torne aquele comportamento possivel. Ao menos este é o
argumento que John Haugeland nos apresentou ainda nos anos 1970
(Haugeland, 1998)*.

0 papel dessa dimensio afetiva é dado pela importancia que damos
ao que fazemos e ao que acontece conosco. Nio somos indiferentes ao
que acontece no mundo. Por isso podemos dizer que Kasparov sentiu o
peso da derrota sofrida. Em contraste, a auséncia dessa dimensio
afetiva no Deep Blue nos permite dizer que, qualquer manifestacio de
alegria pela vitéria (ou de tristeza por eventual derrota), ndo passaria de
uma simulagdo vazia. Afinal, ele ndo estava realmente preocupado em
vencer, apenas agia de modo conforme a sua constituigio. Isso vale para
o Deep Blue, mas vale também para computadores de forma geral. Vem
dai a famosa sintese de Haugeland: “o problema da inteligéncia artificial
¢ que computadores ndo estdo nem ai”® (Haugeland, 1998, p. 47).

Mas em que medida a auséncia dessa dimensio afetiva constitui
um real problema para as pretensdes da IA? No que se segue,
buscaremos responder essa pergunta da seguinte forma: na secdo II,
contextualizaremos a questio no Ambito das pesquisas contemporaneas

e mostraremos como o desafio de Haugeland pode apontar para uma

“Ver também Haugeland (1985).

° The trouble with artificial intelligence is that computers don't give a damn.
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limitagdo concreta para as pretensdes de autonomia da IA
contemporanea, associada a capacidade de generalizar a partir do que
nos é familiar. Na secdo III, serd analisada a forma como sistemas de IA
generalizam a partir do que sabem, e as potenciais limitacées dessa

abordagem serdo expostas nas secdes [V e V.

II

Antes de mapearmos os potenciais efeitos do desafio feito por
Haugeland, é preciso reposicioni-lo no contexto contemporaneo.
Quando Haugeland o formulou, a IA era compreendida como uma
empreitada cientifica. A tese predominante era a que Searle (1980)
denominou “IA forte”: um sistema computacional que replicasse
corretamente os padrdes associados aos processos cognitivos dos seres
humanos estaria efetivamente pensando. Ndo precisariamos nos limitar
a dizer que um tal computador estaria simulando processos mentais,
mas sim que ele teria uma mente dotada de inteligéncia. Cabia a IA,
portanto, identificar esses padrdes, expressi-los na forma de
algoritmos e coloca-los para rodar em um computador. Nesse cendrio,
o argumento de Haugeland constitui um desafio significativo. Ele
implica que o comportamento inteligente depende do envolvimento de
um ego, mas ninguém fazia (nem faz), a menor ideia de como (ou se), é
possivel fazer com que um computador tenha um ego.

No entanto, contemporaneamente esse projeto da IA enquanto
empreitada cientifica perdeu protagonismo. Em seu lugar, veio a IA
como um projeto de engenharia, uma tecnologia utilizada para gerar
aplicativos uteis. Varios desses aplicativos buscam substituir seres
humanos na realizagio de certas tarefas, mas nenhum deles se preocupa

em simular os mecanismos por meios dos quais a mente humana é capaz
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de realizar essas tarefas. Sio, nesse sentido, como mdquinas de lavar
louga: podem realizar bem uma tarefa, talvez até melhor que néds
mesmos, mas sem jogar qualquer luz sobre o modo como nds o fazemos.
Uma vez que o foco estd apenas no resultado obtido (louca limpa), nio
importa se o algoritmo utilizado é biolégica ou psicologicamente
plausivel. Tais sistemas podem usar um poder de processamento e
memoéria indisponivel ao ser humano, por exemplo. Isso é aceitdvel,
desde que o sistema alcance o comportamento desejado.

E verdade que n3o faltam pesquisadores afirmando que os sistemas
de IA contemporaneos sdo, ou podem vir a ser, inteligentes. As discussdes
em torno de uma possivel inteligéncia artificial geral (AGI, para artificial
general intelligence), estdo nessa 6rbita. Uma AGI seria uma forma de
inteligéncia que, embora nio necessariamente satisfaca os requisitos de
uma IA forte, pode ser aplicada a um ntmero ilimitado de dominios.
Contudo, esta é uma posig¢do bastante distinta daquela com que Haugeland
operava. Ele estava interessado em compreender como era possivel uma
forma de inteligéncia humana, mas a ideia de uma AGI supde que possam
existir outras formas de inteligéncia. O abandono do ser humano como
norte gera desafios particulares: como saber se estamos progredindo na
dire¢io certa? Precisamos de uma concep¢io “neutra” ou puramente
funcional de inteligéncia, mas o nimero de concepgdes possiveis parece
sempre préximo do nimero de pesquisadores engajados na empreitada de
elabord-la®. Assim, antes de verificarmos se Haugeland apresenta um
problema para a possibilidade de uma AGI, precisariamos ao menos
concordar quanto ao que AGI significa.

A primeira vista, o desafio de Haugeland parece inécuo. Afinal, ele

sugeriu que a dimensao afetiva é constitutiva do modo humano de gerar

®Em um levantamento, Hutter; Legg (2007) encontraram pelo menos 70 diferentes concepgoes.
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comportamento inteligente, e essa s6 seria uma preocupagio de quem
estd de fato tentando emular a mente humana em computadores. Mas
h4 pelo menos uma pretensio da IA contemporinea que pode ser
afetada pela auséncia de uma dimensio afetiva: a busca por autonomia.
Isto é, a criagdo de sistemas que possam tomar decisdes independentes
e de forma (supostamente) alinhada com nossos valores. Ao contririo
do que muitas vezes se imagina, a dificuldade nio estd em elaborar uma
formula¢io computacionalmente adequada do valor ou principio que se
deseja observar, mas sim em elaborar regras que guiem sua aplicagdo
em situacdes concretas. Por exemplo, é relativamente ficil determinar
que um sistema jamais minta, pois o “jamais” implica se abster de
mentir em toda e qualquer situagio, sem dar qualquer atengio as suas
particularidades’. Contudo, é igualmente ficil formular exemplos em
que essa regra tenha resultados indesejaveis: se instado a fazé-lo, deve
o sistema revelar a um assassino onde estid escondida sua potencial
préxima vitima?

O que queremos, portanto, sio sistemas que evitem mentir a
menos que seja necessdrio. Porém, os fatores relevantes para
determinar se estamos ou nio diante de uma situacdo em que mentir é
necessario variam enormemente caso a caso. No caso das IAs, podemos
criar regras que estipulem o que fazer em situagdes conhecidas, mas o
que dizer de situagdes inesperadas ou inéditas? Seres humanos tém a
capacidade de reconhecer situagbes novas como semelhantes a
situa¢des com as quais ele ja teve contato anterior, mas fazem isso sem
perder de vista os elementos que tornam a situagdo corrente

particularmente distinta. E por isso que recorremos com tanta

7O que se tem em mente aqui é um cendrio em que o sistema deliberadamente opte for apresentar
informacodes falsas em uma dada situacdo. Nao confundir com o problema da alucinacéo (Jietal,, 2022).
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frequéncia a raciocinios como: “em geral devemos observar X, mas
nesse caso concreto é preciso levar em conta que...”. Nesses casos, nés
tendemos a gerar regras de improviso, adaptando o raciocinio de modo
fluido e sensivel ao que é circunstancialmente relevante. Mas o que nos
permite fazer isso é, entre outras coisas, o fato de que nosso raciocinio
é guiado por aquilo que importa pra nds. Essas regras geradas em tempo
real tendem a ser adequadas porque sdo fruto do modo como
interpretamos o mundo e a nés mesmos. Podemos colocar em dudvida,
portanto, se e como essa formulagio adaptativa, em tempo real, de
regras adequadas a uma situacdo concreta pode ser emulada por
sistemas que nio dispéem da nossa dimensio afetiva, i.e. sistemas que
nio estdo nem ai.

O que estd em jogo, portanto, é o modo como generalizamos ou
extrapolamos a partir do que nos é familiar. Com efeito, nosso préximo
passo é compreender melhor como a capacidade de generalizacio se

manifesta nos sistemas contemporaneos de IA.

II1

A capacidade de generalizar (ou extrapolar) é essencial na IA
contemporanea. Se os modelos gerados por machine learning fossem
incapazes de generalizar para além das informacdes utilizadas durante
o aprendizado, sua utilidade seria drasticamente reduzida. N3o seria
possivel gerar sistemas de reconhecimento facial, por exemplo, mas t3o
somente sistemas que reconhecem o rosto das pessoas cujas fotos foram
utilizadas para treinar o modelo (isto é, fotos presentes no corpus de
treinamento). Mesmo essa capacidade seria severamente limitada,
contudo. O sistema s6 conseguiria reconhecer um rosto em

circunstincias idénticas as que se apresentam no corpus, pois dados



162 e Filosofia e Ciéncia: Pensando eticamente a sociedade em didlogo com a ciéncia

fatores como incidéncia de luz, expressio facial e Angulo da foto, ele nio
conseguiria dizer se estd a lidar com o mesmo rosto em circunstincias
diferentes ou com o rosto de outra pessoa®.

Em modelos neurais, presentes na maior parte das pesquisas de IA
contemporaneas, essa capacidade tem como base uma espécie de
“tolerancia ao erro”. Dizer que um modelo aprendeu a reconhecer um
rosto, por exemplo, significa dizer que o modelo aprendeu a associar
uma determinada configurac¢io de um conjunto de caracteristicas (cor,
forma, proporg¢io, etc.), auma certa categoria (“rosto do Jodo”). Contudo,
o modelo n3o exige que todas essas caracteristicas estejam sempre
presentes para que a categoria seja identificada. Basta que um conjunto
suficientemente grande delas esteja presente, mesmo que possa haver
certa variacdo no que é considerado suficiente, e no peso atribuido a
cada caracteristica. Assim, aquilo que permite ao modelo generalizar é
também aquilo que faz com que ele possa errar ao realizar uma
categorizagdo, pois é possivel que surja uma foto com o rosto do Jodo em
um contexto tdo inesperado que o sistema nio consiga reconhecer ali
um conjunto suficiente de caracteristicas conhecidas.

Com efeito, a capacidade de generalizagdo das IAs contemporaneas
é funcdo da distribui¢do probabilistica das propriedades presentes no
corpus de treinamento. Se olhos e narizes aparecerem sempre (ou quase
sempre), juntos, entio o sistema aprenderd a supor que, onde quer que
aparecam olhos, deve haver também um nariz. Embora isso permita
feitos impressionantes, ha potenciais limita¢des. No por acaso, hd uma
subdrea de pesquisa no interior da IA contemporanea chamada out-of-

distribution generalization (algo como “generalizacio fora da

8 Entre pesquisadores de IA, essa é uma situagcao conhecida como overfitting.
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distribui¢io”), que se dedica a identificar e desenvolver outras formas
de generalizagio.

Essa tem se mostrado uma empreitada notoriamente dificil. Vamos
usar um exemplo para entendermos melhor a natureza da dificuldade.
Deixemos o rosto de Jo3o de lado e suponhamos o desenvolvimento de
uma IA que serd utilizada para reconhecer a presenca de elefantes em
fotografias. O corpus de treinamento contera, presumivelmente,
inimeras fotos de elefantes em diversas posicoes e angulos. O objetivo
do algoritmo de treinamento é identificar quais propriedades presentes
no corpus podem ser associadas a elefantes e quais ndo podem. Isso
significa que, se houver alguma propriedade comum a todas (ou quase
todas) as fotos, a chance de o sistema tomar essa propriedade como
sendo parte essencial de um elefante é grande. Suponhamos que todas
as fotos tenham sido retiradas em dias ensolarados e sem nuvens. Isso
faz com que o céu azul seja uma constante nessas fotos, gerando o risco
de que a IA resultante busque pela presenca abundante da cor azul
quando estiver tentando determinar se hd um elefante presente na foto
ou nio. Assim, bastard que apresentemos ao sistema uma foto de
elefante feita durante a noite ou num dia nublado e o sistema nio
encontrara o que procura, gerando um falso negativo.

O algoritmo de aprendizado busca determinar o que é um elefante
e 0 que nio € a partir de caracteristicas que ele encontra com suficiente
frequéncia em fotos com elefantes. Se todas as fotos contendo elefantes
contiverem também um céu azul, o algoritmo nio conseguirad fazer o
“recorte” adequado, e supora que a cor azul é uma propriedade confidvel
na hora de detectar a presenca de elefantes em fotos. Com efeito, se tudo
0 que o mecanismo de aprendizado tem a disposi¢do para determinar a
relevincia de uma propriedade é a sua distribuicio no corpus de

treinamento, ele ndo conseguira distinguir propriedades corretamente
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mapeadas como pertencentes a elefantes e propriedades coincidentes,
ou mesmos correlagdes esptrias.’

Podemos evitar esse tipo de problema? De um ponto de vista
prético, sem duvida. Basta acrescentar ao corpus de treinamento fotos
de elefantes em ambientes mais diversos, tais como dias nublados,
ambientes fechados e assim por diante. Isso nio impede, contudo, que a
dificuldade se manifeste de formas novas e inesperadas. Geirhos et al.
(2019), por exemplo, apresenta um caso em que se percebeu uma
tendéncia em atribuir um peso excessivo a textura da pele na hora de
detectar elefantes, fazendo com que o sistema fique cego a casos em que
a textura da pele é ocultada por uma sombra. Isso também pode ser
corrigido, seja calibrando o algoritmo de treinamento para atribuir um
peso menor a certas caracteristicas, seja acrescentando dados que
afetem a distribui¢do das propriedades presentes no corpus, fazendo
com que o algoritmo as “enxergue” do modo desejado.

Contudo, a necessidade dessa agdo humana para correcio, e a
impossibilidade de o sistema corrigir a si mesmo é justamente o
problema. Tal necessidade emerge de limitagdes na capacidade dos
sistemas de IA para extrapolar a novos tipos de situagdes. Por isso, tais
sistemas ainda sdo profundamente dependentes de seres humanos que
avaliam os resultados e identificam as situagdes no interior das quais o
sistema tem condic¢des de fornecer resultados confiiveis.

O mesmo raciocinio vale para sistemas que almejam interagir de

modo direto e autbnomo com seres humanos. Carros sem motorista

? Correlagdes espurias sao distribuicoes probabilisticas semelhantes que nao implicam nenhum tipo de
relacdo causal. O trabalho de Vigen (2015) é bem conhecido por apresentar exemplos curiosos, tais
como a correlagéo entre o nimero de pessoas que morreram afogadas em piscinas e o numero de filmes
em que o ator Nicolas Cage aparece (para o periodo 1999-2009). Vale notar que detectar casos de
correlagdo espuria pode ser particularmente dificil. Ha, por exemplo, uma relagcao entre o tamanho da
mé&o e a riqueza do vocabulario de uma pessoa, mas essa correlacdo nao é espuria. Ela existe porque,
em geral, criancas tendem a ter méos e vocabuldrios menores do que adultos.
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humano, robés cirurgides e drones militares sdo exemplos de aplicagdes
contemporaneas da IA em que essa interagio é bastante saliente. O
corpus de treinamento dos modelos de IA utilizados nessas aplicag¢des
sdo, via de regra, registros de atividades humanas passadas. Porém, ao
contrario da detecgio de elefantes em fotos, estas sdo aplicagdes em que
nio temos controle sobre os contextos nos quais os sistemas de IA terdo
de tomar decisdes. Em outras palavras, nio temos como antecipar
detalhadamente todos os possiveis cendrios com os quais os sistemas
terdo de lidar. O cendrio se agrava porque as consequéncias dessa
limitacdo para aplica¢des como carros e armas auténomas sio muito
mais sensiveis do que um eventual falso negativo na hora de detectar
um elefante em uma foto. A capacidade de generalizar com base em algo
além da distribuicdo das propriedades parece essencial, portanto, para
a geragdo de sistemas que possam atuar de forma auténoma. A seguir,
vamos averiguar em maior profundidade os efeitos dessa distingdo

entre o modo como seres humanos e sistemas de IA generalizam.

v

Na secdo anterior, vimos que sistemas de IA contemporineos
generalizam a partir do que se mostra tipico ou frequente. Com efeito,
o manejo adequado de circunstincias inéditas é um desafio para esses
sistemas, uma vez que situagdes novas sdo, por defini¢do, rompimentos
com aquilo que é tipico. Nem toda situacgio inédita é uma reconfiguracio
simples de situagdes familiares. Tal como durante uma investigacio
criminal, um dnico novo elemento pode levar a uma reinterpretacio
radical de todos os elementos com os quais ja estdivamos familiares: o

principal suspeito pode se revelar inocente, um alibi pode se revelar
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invalido, o relato de uma testemunha confidvel pode se mostrar
enganoso, e assim por diante.

Mas aqui podemos nos perguntar: quio comuns sio exemplos de
reviravoltas desse tipo? Isto é, com que frequéncia esse importar-se
com o mundo realmente faz diferenca em nossa atividade cognitiva? Se
for algo relativamente raro ou presente apenas em um conjunto muito
particular de decisGes, entdo sua auséncia nio ird representar nenhuma
grande preocupagio para as pretensdes de autonomia por parte da IA
enquanto engenharia. Assim, ainda que se aceite a existéncia de
diferentes formas de generalizagio, podemos nos questionar sobre o
quio relevante ela é para os usos que pretendemos fazer dessa
tecnologia. Em outras palavras, podemos nos perguntar em que medida
essa capacidade de se importar com o mundo tal como ele é pode
aparecer como um desafio para a IA enquanto engenharia.

O que vale para investigagdes criminais vale também para
caracterizar situacdes simples e rotineiras no cotidiano. Decidir o que
beber num jantar é sensivel a um nuimero indefinidamente
multiplicavel de fatores: quem esta presente, a natureza da relagio com
quem estd presente (é alguém confidvel?), quem estd ausente (hd algum
colega de trabalho por perto?), a temperatura ambiente, o hordrio, as
condi¢des de saide de um parente distante, e assim por diante. Em
sintese, ndo hd como antecipar todos os fatores que precisardo ser
levados em conta mesmo na hora de fazer escolhas simples como o que
beber num restaurante’.

Isso permite afirmar que ha algo de inédito em toda e qualquer situagdo.

Ainda que tenhamos o héibito de ir a um restaurante e pedir sempre os

' Um desenvolvimento mais detalhado desse carater insaturdvel dos contextos de atividade humana
pode ser encontrado em Barth (2024).
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mesmos pratos, nunca deixamos de ser sensiveis a fatores especificos
daquela ida ao restaurante, naquele dia, naquelas circunstancias. Com
efeito, a dimensdo afetiva estd presente na nossa lida com o mundo
mesmo em situacdes repetitivas. Mesmo situagdes rotineiras sao sempre
Unicas. De fato, se uma situacio se repetisse em todas as suas
particularidades isso rapidamente nos geraria estranheza, ou talvez uma
sensacdo de déja vu. Com efeito, hi algo de tnico a cada situagio, e nés
sabemos lidar com essa particularidade de modo flexivel, fluido, e sem
perder de vista o que importa. Somos capazes de generalizar aplica¢des
do nosso conhecimento para situagdes inéditas porque, dentre outras
razdes, o ineditismo das situa¢des em que nos encontramos nio faz com
que percamos de vista aquilo que importa para nés.

Segue-se disso que encontrar uma forma de generalizar para além
da distribuicdo de propriedades no corpus de treinamento é essencial para
as pretensdes de autonomia da IA. Evidentemente, nio bastaria encontrar
qualquer solugio. E preciso encontrar alguma forma de generalizagdo que
seja equivalente a forma humana de generalizar a partir da dimensio
afetiva. Assim, mesmo que a IA enquanto engenharia nio tenha a
pretensio de emular os mecanismos que caracterizam a cognicdo
humana, na medida em que pretende introduzir no mundo sistemas
artificiais que interagem autonomamente com seres humanos, ela
precisa ir além da generaliza¢io via distribui¢do. Sem isso, ela nio serd
capaz de reconhecer o que é relevante ou ndo em situagdes inéditas. O
argumento de Haugeland permanece valido contra esta pretensio da IA
contempordnea, portanto: o problema com os sistemas de IA
contemporaneos que buscam atuar de forma auténoma é que eles ndo

estio nem ai.
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A%

Caso estejamos no caminho certo, o cendrio é bastante desafiador
para as pretensdes da IA contempordnea. Apesar disso, é preciso
salientar que o argumento aqui apresentado é certamente insuficiente
para uma afirmacio categdrica de que as pesquisas em IA jamais
conseguirdo superar essas limitacdes. A resposta mais honesta,
portanto, é que simplesmente nio temos como antecipar o que pode
acontecer nos préximos anos. O que sabemos é que, até o momento,
nenhum caminho realmente promissor foi revelado, e que o frequente
otimismo encontrado entre pesquisadores de IA se ancora antes numa
compreensio inadequada das limitagdes atuais.

Com efeito, é especialmente importante que sejamos capazes de
analisar potenciais avancos. Assim poderemos saber se e quando
estamos diante de um método capaz de modelar adequadamente a
capacidade de generalizagio humana. Para um exemplo de como uma
andlise descuidada pode nos levar a conclusdes precipitadas, vamos
analisar aqui o caso dos grandes modelos linguisticos (LLMs, para large
language models).

Num primeiro momento, parece dificil encontrar casos em que tais
modelos cometam erros parecidos com o0s que vimos na se¢do anterior.
Contudo, o poder das LLMs nio vem do desenvolvimento de novas
formas de generalizacdo, mas sim do uso de uma quantidade gigantesca
de informacgdes no seu corpus de treinamento. Encontramos nele todo
tipo de informagio textual: postagens de redes sociais, artigos, livros,
conteido de sites como a Wikipédia, e assim por diante. Por isso, a
distribui¢do probabilistica dos discursos presentes nesses materiais
parece representar, em alguma medida, as decisdes que tomamos, o0s

comportamentos que adotamos e 0 modo como pensamos.
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Considere, por exemplo, 0 modo como compreendemos relagdes
fisicas de causa e efeito. De modo geral, entendemos que as relagdes
fisicas que valem para um objeto podem ser generalizadas para outros
objetos fisicos: o que vale para carros, vale para motos e avides. Mas um
LLM ndo registra o mundo dessa forma. Ele nio compreende o mundo
fisico em termos de relagdes fisicas entre objetos e propriedades. Em
vez disso, ele captura certos modos de articulagio linguistica que nés
utilizamos para falar de objetos fisicos. Ele consegue detectar, por
exemplo, que certas construgdes linguisticas sdo comuns a carros,

o

avibes, etc. Ao detectar que palavras como “velocidade” ou “colisio”

« «

aparecem associadas as palavras “carro” e “aviio” no corpus de
treinamento, o sistema pode trabalhar com a hipétese de que esses
objetos tém algo em comum. Por essa via um tanto indireta, o sistema
percebe que aquilo que pode ser dito de carros, pode também ser dito de
motos e avides.

No caso de LLMs, o que os algoritmos de aprendizado fazem é,
portanto, reconhecer padrées no modo como nds expressamos nossa
compreensdo de mundo no passado. Ele consegue extrapolar, isto é,
generalizar em alguma medida a partir destes padrdes. Por isso, ele é
capaz de fazer “palpites bem informados” sobre objetos e situacdes
previamente desconhecidos. Mesmo que o corpus de treinamento nio
contenha informacgdes sobre “espagonaves”, por exemplo, o LLM
consegue inferir que certas palavras podem ser utilizadas para falar de
espagonaves (e.g. “decolar”, “colidir”), enquanto outras sao inadequadas
(e.g. “beber”, “comer”). Isso é o que estd por trds das LLMs mais
populares, como a familia de modelos GPT, da OpenAl

O exemplo das LLMs sugere que, mesmo sistemas incapazes de
generalizar por outros meios que nio a distribuicdo de propriedades é

capaz de feitos impressionantes. Isso pode levar a adog¢io do seguinte



170 e Filosofia e Ciéncia: Pensando eticamente a sociedade em didlogo com a ciéncia

argumento: o que precisamos n3o sio novas formas de generalizacio,
mas sim corpora de treinamento cada vez mais adequados. Afinal, aquilo
que importa pra nds estd, de algum modo, codificado no conjunto de
nossas decisdes passadas sobre o que, como e quando falar ou escrever.
Em outras palavras, tudo que precisamos é colocar a informacio certa
na distribuicido certa. O grande sucesso das LLMs é uma evidéncia
concreta do quanto esse caminho é promissor.

De fato, o sucesso desse tipo de sistema revela uma caracteristica
até entdo desconhecida da linguagem natural: é possivel simular uma
performance linguistica plausivel sem emular a forma como seres
humanos compreendem linguagem. Este é um achado empirico
significativo, pois revela algo sobre a linguagem que poderia ser
considerado implausivel hd poucos anos. Mas nio é a primeira vez que
um nos deparamos com um achado desse tipo.

Quando Dreyfus (1972) apresentou sua famosa critica aos anseios
daIA cldssica, era comum acreditar que grandes capacidades cognitivas,
como a de jogar xadrez no nivel de um mestre seria algo inalcangéivel a
sistemas computacionais. As razdes de Hubert Dreyfus tém como base
as teses (fortemente inspiradas em Heidegger e Merleau-Ponty), que
desenvolveu junto a seu irm3o, Stuart Dreyfus sobre a expertise humana
(Dreyfus; Dreyfus, 1986). Grosso modo, Dreyfus defende que nosso modo
mais fundamental de lidar com o mundo tem um carater utensiliar, nio
racional. Antes de sermos seres que calculam e fazem inferéncias
légicas, somos seres praticos. Nio lidamos com o mundo como um
matemaético lida com ntmeros, mas sim como um jogador de futebol
lida com a bola. Aprendemos a caminhar, a usar talheres, a demonstrar
respeito. Aprendemos a forma adequada de nos portarmos em um
nimero indefinidamente multiplicivel de ambientes: jantares em

restaurantes, emergéncias em hospitais, jantares em hospitais,
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emergéncias em restaurantes, e assim por diante. Esse modo como seres
humanos interagem com o mundo fundamenta a forma como esse
mesmo mundo é compreendido.

Dreyfus era profundamente cético quanto a possibilidade de um
computador demonstrar a capacidade de jogar xadrez com maestria
porque acreditava que o modo como aprendemos a jogar xadrez é
pautado por essa dimensdo pratica fundamental. Nés aprendemos a
jogar xadrez nio como aprendemos a fazer contas de matemadtica, mas
sim como aprendemos a jogar futebol ou andar de bicicleta. Conforme
praticamos, desenvolvemos uma capacidade cada vez mais refinada de
perceber situa¢des no xadrez como a de “ameaca a rainha” ou “drea
central desprotegida”, tal como um jogador de futebol habilidoso
percebe, de forma cada vez mais refinada, oportunidades de chute ou de
drible. Temos essas habilidades ainda que nio consigamos descrever
tais situacdes em termos de condi¢cdes necessirias e suficientes, mas a
IA da época de Dreyfus exigia que todo conhecimento fosse disposto
nessa forma. Assim, Dreyfus acreditava que a capacidade de jogar
xadrez com maestria s6 estaria disponivel a criaturas que interagisse
com o mundo tal qual um ser humano interage.

0 tempo desmentiu essa previsdo. O Deep Blue nio joga tal qual um
ser humano jogaria. £ um sistema especializadissimo que é capaz de
jogar xadrez com maestria, ainda que nio apresente a relagdo prética e
afetiva que humanos partilham com o mundo. Contudo, disso ndo se
segue que a concep¢io de Dreyfus do ser humano como um ser
fundamentalmente prético seja incorreta. O que isso nos diz é que ha
mais de um caminho possivel para que um sistema, bioldgico ou nio,
possa demonstrar certa capacidade: com o Deep Blue, aprendemos que é
possivel jogar xadrez com maestria por um caminho distinto do

humano.
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O grande sucesso das LLMs em diversas tarefas envolvendo
linguagem parece nos sugerir que algo semelhante pode ser dito acerca
da linguagem. Assim como um dia foi surpreendente pensar que jogar
xadrez com maestria é uma habilidade que poderia ser pensada de
forma destacada da inteligéncia humana, ha razdes para pensarmos que
o mesmo pode ser dito das nossas capacidades linguisticas (Mahowald
et al., 2023). Por isso podemos pedir ao ChatGPT que nos explique a
moral de uma histéria, e a resposta dele pode ser surpreendentemente
parecida, ou mesmo idéntica, & dada por criaturas linguisticas como
nos. Isso pode ser feito mesmo que o LLM nio consiga se colocar no
lugar dos protagonistas, nem partilhe de seu embarago ou alivio.

Ora, mas se € esse 0 caso, entdo talvez seja possivel responder o
desafio de Haugeland, ao menos nos dominios e tarefas em que a
linguagem natural puder atuar como guia. A esperanca é de que, com
mais e mais dados, mais e mais contextos sejam capturados, a ponto de
praticamente esgotar os contextos de atividade humana. Basta que se
obtenha um volume suficientemente grande e adequadamente
organizado para utilizar como corpus de treinamento. Assim, ainda que
nds mesmos criemos novos contextos a partir da continua renovagio de
nossas formas de ser e agir no mundo, os padrdes comportamentais
resultantes poderdo ser continuamente adicionados ao treinamento dos
modelos. Basta que o sistema seja periédica ou continuamente
retreinado com esses novos dados €, em tese, ele serd capaz de emular a
capacidade humana de se importar com o mundo a partir de uma
codificagdo dos comportamentos resultantes dessa capacidade.

Otimistas geralmente se apegam a essa possibilidade, mas é
importante reconhecer que ela caracteriza uma esperanga, nio uma
tese bem fundamentada. Os limites das atuais abordagens sido

desconhecidos, e a histdria da IA estd repleta de casos em que solugdes
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promissores se mostraram limitadas. Assim, ndo é nada claro que o
desafio de Haugeland sera superado apenas fazendo o que ja estamos
fazendo, s6 que mais rapido e com mais informacdes. Além disso, alguns
pesquisadores ja vém notando sinais de esgotamento.

Considere, por exemplo, o estudo de Udandarao et al. (2024). Nele,
os autores encontraram evidéncias de que a capacidade de codificar e
acomodar cada vez mais contextos avanca em escala logaritmica.
Contudo, o acréscimo de informac¢io necessdrio para permitir essa
acomodagio avanga em escala exponencial. Isso significa que o volume
de informagdes necessario para manter o ritmo de desenvolvimento é
cada vez maior, e pode nio haver informagio suficiente no mundo para
que essa abordagem cumpra sua promessa.

Caso isso se confirme, e supondo que nenhuma alternativa
radicalmente distinta se mostre plausivel, entio o uso de tais sistemas
continuard sempre dependente da avaliagio de alguém que se importe
com o mundo, isto é, n6s mesmos. Essa é, portanto, uma limitacio com
grande potencial de frear os anseios de autonomia por parte da IA
enquanto engenharia. Na mesma linha, ela impde uma forte limitagdo a
tese de que é possivel “humanizar” a IA, no sentido de que podemos
fazer com que ela atue de forma alinhada aos nossos anseios e valores

(Christian, 2020).

VI

O cendrio que se desenrola a nossa frente é incerto, escorregadio e
mutavel. Isso exige de nds um esforgo constante para evitar conclusdes
precipitadas, independentemente de serem baseadas em uma visido
otimista ou pessimista. A IA, em sua vasta capacidade de gerar

fendmenos complexos, abre espago para multiplas interpretagdes,
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tornando a andilise da natureza de suas realizacdes uma tarefa
desafiadora.

A habilidade humana de generalizar a partir de uma dimensio
afetiva representa um obsticulo importante para os objetivos da IA
contemporanea, na medida em que busca construir sistemas auténomos
robustos. Aqui reside um ponto central no debate atual: até que ponto
podemos confiar nas decisdes autébnomas que esses sistemas tomam?
Os sucessos anteriores da IA nio sdo garantias de éxitos futuros. Nao
podemos prever com precisio quando um sistema ird enfrentar uma
situacdo que ultrapasse sua capacidade de generalizar adequadamente,
o que pode resultar em pontos cegos na identifica¢io de fatores cruciais
para uma tomada de decis3o eficaz.

Além disso, nio hi garantia de que essa limitagcdo poderd ser
completamente superada. O futuro dird se estamos realmente
alcancando um plateau no ritmo de evolucido das capacidades dos
sistemas de IA ou se estamos apenas passando por uma desaceleragio
momentinea, que poderd ser superada com o tempo e mnovas
abordagens. Entretanto, se esse plateau se estender por muito tempo,
podemos ser levados a reconsiderar a esperanca de que é possivel
atingir a flexibilidade cognitiva humana por meio de tecnologias nio
humanas, pelo menos se continuarmos insistindo em uma abordagem
centrada no acimulo massivo de dados.

Caso sejamos for¢ados a abandonar a esperanca nessa estratégia, é
provavel que haja uma sensacio de desalento entre os pesquisadores
envolvidos na empreitada. Porém, desconfio que os sistemas gerados a

partir dessa tese ndo irdo se importar.
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